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ABSTRACT
Data cleaning is an important step of a machine learning process
to get the best results possible. The literature is rich, and there
are many tools available, which makes choosing which tool to
use complex. The objective of our work is to answer the question:
Is it always best to repair data? We focus on numeric data for
classification tasks. We decompose the question into five criteria,
we propose a metric to measure how difficult using a repairing tool
is. Then, we studied the impact of the degree of degradation of
data, the type of errors present, the effectiveness of repairing tools,
and the impact of different classification models. We found that
error types such as missing values and outliers have more impact
on accuracy and f1 score than other types of errors. Moreover,
even though complex repairing tools were generally more effective,
there is a point where data is so degraded that tools do not perform
well. For low levels of errors, the tools also tend to have similar
performances, the decision of which one to use can then be made
according to their difficulty to use.
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1 INTRODUCTION
Data is a the heart of machine learning, having quality data is
therefore crucial to ensure exploitable results. The field of data
cleaning and repairing is very active, from the bibliographic work
we did we extracted four key points: 1. there is a lot of repairing
methods in the literature (e.g: HoloClean [12], Katara [5], ZeroER
[13], CleanMl [9], REPAIR [10], OpenRefine [6], BoostClean [8],
the data linter [7] and many others), 2. data holds different levels
of degradation [9], 3. repairing methods require various metadata
which can sometimes be very complex to produce [12], [5], [13],
[9], [10] and, 3. data holds different types of errors [1], [4], [2].

From these points, we developed a research question: Is it always
best to repair data? Our main contributions are a metric for the
difficulty of using a repairing method and experimental results on
classification tasks with deteriorated data.

2 SCOPE OF OURWORK
Our work focuses on numeric data in the context of classification
tasks with degradation at different levels of errors. We considered
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five types of errors: missing values ([9], [12], [5]), outliers, domain
value violations ([8]), exact duplicates ([9], [7], [1]), and partial
duplicates ([13]). We used 7 numerical datasets with various sizes,
dimensions, and subjects: mnist, fashion-mnist, olivetti, iris, adult,
breast cancer, and wine [11], [14], [3]. We also have decided to
include the following classification models: Logistic regression, K-
Nearest Neighbors, Decision tree, Random forest, Ada boost, Naïve
Bayes, XGboost, Support vector classification, Gaussian process,
Multi-layer perceptron, Stochastic gradient descent, and Gradient
boosting [11].

We answer the research question through five criteria. With
the first criteria C1, we studied the perceived difficulty of using a
method according to experts. To answer these questions we propose
a metric to evaluate how difficult using a repairing method is (C1).
C2 focuses on studying the impact of the degradation of the data.
With C3, we study the impact of the type of error present in data.
We also investigate the effectiveness of repairing tools with C4 and
the impact of the classification model used with C5. For C2 to C5 we
designed an experiment that allow us to observe the impact of data
repairing on classification tasks at different levels of degradation of
the data. In this paper we will first present the metric we developed
for C1, we will then present the experiments we conducted for
C2, C3, C4, and C5 with a summary of our results and conclusions
concerning these criteria. Finally, we conclude on our main research
question using the five criteria we identified.

3 PRELIMINARY RESULTS
Traditionally, repairing methods are evaluated and compared on the
difference between their accuracy and f1 score on unrepaired and
repaired data. This kind of comparison is very limited other criteria
should be considered such as producing complex metadata for a
repairing method which can be both complex and time-consuming.
To account for this, we propose to evaluate repairing methods based
on how difficult they are to use according to data scientists. We
first started by breaking down the repairing methods we found in
the literature into elementary tasks describing each action needed
to use them including creating the metadata needed. Given an error
type, and a repairing method R_X, we built a tree expressing the
steps of R_X. For any other repairing method R_Y we completed the
tree when required. The final nodes of the tree are elementary tasks.
Figure 1 is an example of the tree constructed for repairing missing
values. We then asked a panel of eight industry data scientists to
rank every elementary task individually on a four-level scale from
easy to hard. These rankings allowed us to compute a weighted
mean for the difficulty of each elementary task. We finally derive
an overall difficulty ranking of every method by using a linear
combination of the elementary tasks.

To study the criteria C2, C3, C4, and C5 we designed an ex-
periment where for each of the seven datasets we included, we
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Figure 1: Elementary tree decomposition for missing values

split the dataset into training and test. The test remained intact
throughout the experience, while the training was subjected to
modifications. We first injected the training dataset with one type
of error at a percentage varying from 0 to 95% with increments of
5%. We applied a panel of repairing methods to different copies of
the deteriorated dataset to obtain cleaned datasets. We then used
them to train several classification models. Finally, we computed
the accuracy and f1-score on the tests. We executed the complete
process 30 times to reduce the bias for each percentage level. Mainly
our results allowed us to extract these observations. With C2 and
C3 we identified 2 categories of error types: category 1 (exact du-
plicates, partial duplicates, and domain value violations) of data
degradation has little to no impact on the accuracy, and category 2
(missing values and outliers) the level of data degradation seems to
have a big impact. Studying C4 showed us that some methods do
perform better but at high levels of degradation the effectiveness of
the different repairing methods seems to be leveled out. Moreover,
at levels of degradation under 10%, most repairing methods perform
well which means that depending on the accuracy we aim to obtain
a simpler method could be sufficient. C5 mainly showed us that the
error type classification models are the most sensitive to is outliers.

4 CONCLUSION
Our work studied the impact of repairing errors on classification
tasks to answer the question: Is it always best to repair data? We
presented five criteria to answer this question. Firstly we identified
two categories of error types: low-impact and high-impact errors.
In the case of low-impact errors, it seems unnecessary to use a very
complex repairing method as the impact of the error is relatively
low. Secondly, with all the error types we studied, there was a point
where the data was too deteriorated, and all repairing methods were
performing equivalently poorly. We were also able to identify cases
where a simple and a more complex method performed similarly.
In these cases, our difficulty ratings of the methods are particularly
relevant for comparing both.

Extensions of this work to applications other than classification
tasks are possible directions for future work. Moreover, additional
research could include more data types than numeric, especially
more complex data types such as time series, which would imply
more possible error types.
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